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It also spurred » savies of new results ia the theory of invetse scattering.

Several syecific elasses of notstationiry processes emerged as generalizations
of stationary processes: ‘Quasi-slationary processes, whiich are obtained by lineas
tidne invarisat (L'TY) Sltering of stationary processes, posses the same stractural
propertiss (ineluding the same lastice modéls) s stationary processes. Dissipstive
processes, whith includé quesi-stationary as & particular case, have Iattice models
of higher complexity, but still share many propeities of stationary covariances.

 Anotkier’ outcoine of the analyiis ‘of Rouststionary processes is the formuls-
inclrde as particular cases the previously developed theory of asymptoticslly ste-
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2. Algorithms for Data Compression (R. M. Gray)

Research Objectives

The general goal of this project has been to develop computer-sided design
algorithms for data compression systems and to study the relative performance,
wmpkxitj, and rate of ﬁeh systems. Where possible, comparisons have also
been made with tl;eoretical bounds and with traditional approaches. Particular
emphasis has been placed on vector quantization (vector coding, block coding,
multidimensional quantization) systems for speech wave!ormi, for linear predic-

tive speech pa;rsmetm, and for various random processes.

Major Acecomplishments

As detailed in the annual reports and in the following list of publications,
the research effort has been exceedingly fruitfel in laying the groundwork for
computer aided design of a variety of dats compression systems. The algorithm
of Linde, Buzo, and Gray (1980) for the design of locally optimum vector quan-
tizers which was developed with the support of this contract has been extended
both by our Stanford group 4ad by & several oher lastitutions to develop
speech waveforms, voice coders, variows random processes, sad, most receatly,
images. Our group pioneered the basie algorithm aad two of its most importaat
variations: tree searched codes sad product codes. In addition to the resalts of
wsed in other projects and other institations Ror several sew applications: New
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speech recognition systems based on vector quaatization and not requiring
dynamic time warping have been developed at the Naval Research Laboratory,
the University of Mexico, Osaka University, and Bell Laboratories using varis-
tions on our algorithms. New low complexity image coding systems of rates less
than one bit per pixel have been developed using our algorithms at the University
of California, by our group, and by Mitsubishi Corp.

Part of the accomplishment of this project was the development of extensive

software for vector quantizer design and data compression simulations. This

software has been shared and extensively used by the Naval Research Labora-

tory.

During the final year of this contract the emphasis has been on the develop-
ment of shape/gain vector quantizers, an example of product code quantization
systems that operate in a memoryless fashion on successive data vectors and
separately quantize a scalar gain ¢ “m and a vector shape term. The quantisza-
tions are coupled by the distortion measure so that the encoder is optimal for
B codes with this structure. An iterative improvement algorithm was developed to
| yield locally optimum codes of the desired stracture. The goal of this style of
code is twofold: To provide better dynamic range by separately treating the
energy and to provide a means of designing higher rate and hence better quality
. ' vector quantizers with reasonsble eompumidul complexity and memory require-
‘ ments. These codes are capable of providing better performance for a fixed rate

and e_omphlty than the ordinary high complexity vector quantisers. -Prelim-
inary results for these systems were pressated by Sabin sad Gray (1983} sad &
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paper has receatly beea submitted for submission for publication. A copy of this
pspuwiﬂbofoundodbtheéir?omwhumpmunmwt&
final report.

With the ‘exception of the final paper being prepared, all of the principal

research results developed during the course of this project have been reported in
the open literature. Preliminary portions of the final paper msy be found in the
conference proceedings of the paper by Sabin and Gray (1983).

With the termination of this contract, the image coding sad the speech cod-
ing and recognition work will continued with the support of the Army Research
Office and the Joint Services Electronics Program. Unlike the research reported

here, the future research will focus on feedback vector qusatizers and fiaite-state
vector quantizers instead of the memoryless vector quantizers of this project. LSI
snd VLSI implementations of vector quamtization systems with and without
mmm«-wmmmmdmmmmm

gram.
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3. Relisble VLSI Computing Strustures (A. Bl Gamal)

# " Research Objeeﬁn.

The following topics have been under investigation: (i) Coding for memories
with stuck-at defects and raadom errors when the defect information is provided
to the encoder or to the decoder. (ii) The improvement in storage capacity
achieved by skipping defective or some partially defective memory cells. (iii) The
complexity of encoding and dceodmx cn-emtry (w) 'l‘he ares and dehy penalties
involved in structuring VLSI arrays. (v) Communication complexity of comput-

b ‘; i ill‘.

, Major Accomplishments
(i) Heegard (1] has examined s class of linear block codes (LBC) for improv-
ing the reliable storage of information In » computer memory with stuck-at
defects and noise. He examined LBC’s when tio “gide” information about the
| omeddmnmmkuma.uoduuﬁmm In the former
B em,mk-ummnmnum.hmme.m
R mmmmuwmm;mawm
mmmnﬂbm&uummmmmm
ammum»mm
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A class of modified eyelic codes was inteedused in [i}. The BCH bouad for
these cyclic codes was derived and employed to construct MLBC’s with specified

bounds on the minimum distances.

(ii) hm,mm'mcmm;mmman
discrete cells, each characterized by a defect state s drawn mdependently
according to p(s) - Theprobsbihtyofutrmmgssymbol v given o and the
stored symbol s s completely specifid by ,(m,.) The selector identifies a
mwd'good'co&,whnhdommuedtomdat,mmmwimpme

the reliable storage rate of the memory.

» -~ ENCODER/ SELECTOR MEMORY
© DECODER .
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w =1 if and only if the i cell is used. The symbols |s;,....x,y] are stored in
order in the selected cells. A storage rate R is achieved if there exists a
sequence of (2*V,rN) codes, selection rules p(u |s) and decoding rules such that
the probability error tends to zero. |

The storage capacity is esm;nshed for independent selection rules

plus) = 1'[ pl(w;|4;) . It is then shown that the capacity is lngher for the more

general class of causal rules p(u |s) = n p(%;]8;,....5;) . However, for the cell
[0}

consisting of two binary symmetric channels (BSC's), the capacity for causal rules
is achieved by an independent rule. A similar result hold for any two-state cell
when the state is known to the decoder.

For arbitrary selection rules, rates higher than those possible with causal
rules are achievable, even for two-state BSC cells. The capacity for arbitrary

rules is as yet unknown.
(ii) Ahlswede has proved the Elias [3] - Winograd [4] result for probability

of error criterion. The capacity — ¢ as where & is the number of

TTE
information bits, (results pot writtén up).

(i) In [5], the proposer and Gresae investigated the asymptotic penalties of
mmhmmmmmmmw Each element of
ﬁ.mmyhmwhm.mmmm 'R
Amm R dﬁcmehmh«buwm
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of the longest conneetion and ¢ be the number of wiriag tracks needed to
[ accomplish the interconnection. It is shown that:
(1) Connecting & chain of K elements from a linear array of N elements
requires d == {}{logV) and ¢ == 1 track running parsllel to the array.
!

defective elements from a paraliel array requires 4 = (legN) and !

E (2) Connecting a linear array of K fixed I/O ports to distinct non-
¢ == (YlogN) . ‘

1 (3) Connecting K elements from an N-element linear array to K from a f
parallel N-element array, in pairs, requires only constant ¢ and ¢ .
' i

_Bgm‘m Sl R--m 00

DEFECTIVE ACTIVE :

} - N ELEMENTS - ‘ ~
Fig. 2.a: Connection of a chain from an N-‘el'emel't;linwmy.
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Fig. 2.c: Pairwise connection of two parallel N-element linear arrays.
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{4) Connecting a chain of X clements from a3 NXX mmpin-eon-
stast ¢ aad one track Detwoen cdlements; this problem is closely
related to the percolation problem of statistical physics.

hdthnhvieaqwm*mm d and ¢
- ate presented which conmect the array with probability approaching
one. The algorithms run in Otu)thm.

(5) Comnacting 8 KXK m%m n.vuxﬂﬁqiﬁow-to

(v) In [7], the proposer proved that if (X,Y) are two finite alphabet corre-
. Isted sources with p(s.9) > 0 for al (s,.)e(zxy) ndﬂ.m«mmv)
‘ ! umnﬁﬁve,ththmqn ol & “ﬁmnXto Ymmeompm
i FEX.Y) Mmummumw H(X|Y). The ssme result
mﬂmmhm-&n, jfms.,t.,sz the mumber of
5 demests 3 € J with pltyy) - Wiw gmmm
(vnmwem}* m:u ?mﬂmuur :qne-
@x.y) bﬂulw tnﬁmdlMﬁwu | _
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4. Algorithms and Architectures for Statistical and Data Processing
(M. Morf)

Professor Morf has moved to Yale University. He will be sending his portion

of the final report directly.

However, a list of Ph.D. students partially supported under this contract,

and a list of publications in the contract period are given here.
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